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Abstract
Recent advances in AI provide a unique opportunity to reshape
mental health care systems and practices. However, there remains
considerable skepticism that AI will positively impact the futures of
patients, workers, and technologies. An interdisciplinary approach
toward design and development of human-centered AI is necessary,
yet discussions about the future of mental health work are often
stratified by discipline (e.g., clinical vs. HCI research) or mental
health domain (i.e., PTSD, depression, etc.). With this panel, we
will bring together HCI, AI, organizational, and clinical researchers
and practitioners to focus on the future of patients, workers, and
AI-based technology in mental health care. We will discuss current
challenges associated with mental health care AI across diverse
clinical domains. This panel aims to move toward common ground
for the future of human-centered AI in mental health work among
those spanning perspectives from technoskepticism to justified
caution.

CCS Concepts
• Human-centered computing→ Human computer interac-
tion (HCI); • Computing methodologies → Artificial intel-
ligence; • Applied computing → Consumer health; Health
informatics; Health care information systems.
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1 Introduction
Health spending has increased significantly across the globe in
the past thirty years with this trend projected to continue, rising
to an estimated $15 trillion by 2050, or 9.4% of the global econ-
omy [10]. Health spending in the US has reached over $4 trillion
and accounts for roughly 17% of the nation’s GDP [19]. Still, the
US and many other countries around the world deal with perva-
sive issues of accessibility to quality healthcare for large groups
of people [11–13, 33, 39]. In the US, there are substantial social,
structural, environmental, and economic inequities in the health
care system [29]. There also exists an increasing physician shortage
that threatens to exacerbate barriers to effective care [56]. Men-
tal health care has suffered in particular. In 2020, $280 billion was
spent on mental health treatment and assessment and yet more
than half of surveyed adults reported they did not receive timely,
adequate care [47]. New technologies promise improvements to
health assessments, interventions, and communication for diverse
groups of people [5, 18, 32, 43, 49]. They also promise more efficient,
scalable training of the healthcare workforce and efficacious patient-
clinician teams [6, 28]. It remains unclear, however, whether this
potential is being realized, especially within mental health work.
Wemust understand how to design and integrate mental health care
technology safely within existing workflows. Up to now, it has been
suggested that integration of healthcare technologies, particularly
those using AI, might actually worsen or generate new inequities
and cause unintentional harm [26, 31, 38, 48, 53]. As implemented,
they may also contribute to burnout rather than combat the physi-
cian shortage [8, 44, 46]. An interdisciplinary response between
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HCI, AI, organizational, and clinical researchers and practitioners
is needed to move toward a safe, equitable, and scalable future of
human-centered AI in mental health work.

Certainly, collaborative work to address persisting challenges of
the broader healthcare system is underway. With risk-mitigation in
mind, much focus has been on the design of tools with significant
oversight and limited autonomy that support clinicians and pa-
tients, like telemedicine platforms, patient portals, electronic health
records (EHRs), mobile applications, and clinical decision support
systems [9, 14, 25, 36, 40]. Telemedicine platforms, or mobile and
web-based applications that allow for the provision of healthcare
through messaging and calls, have enabled easier access to patient
populations by removing the need for travel [4, 40]. Patient portals
and EHRs can be used to facilitate communication and sharing of
data between providers and patients, as well as between different
providers [20, 23, 57]. Mobile applications may allow patients to
more easily record and monitor behaviors and symptoms, such as
in the maintenance of chronic conditions [1]. Each of these tech-
nologies, however, rely on human direction. Healthcare providers
are increasingly burdened by the demands of their workplace, in-
cluding emotionally intense work, navigating inefficient systems,
administrative demands, and lack of control [51]. One 2022 study
showed that 62.8% of physicians were experiencing at least one
sign of burnout [42]. Digital health tools add administrative burden
onto already-overwhelmed providers (and patients) by requiring
them to learn new systems and then operate them. In doing so,
these tools may add to the workload of providers rather than al-
leviating it. One review, for instance, found that insufficient time
to complete the documentation required by EHRs has been linked
to higher burnout among clinicians in multiple studies [52]. Even
decision-support systems often require significant oversight and
raise questions about fairness, accountability, transparency, and
explainability in decision making [3, 30, 45]. Taken together with
persisting concerns about the role of technology in issues of health-
care inequity [53], it is clear that a new approach is needed to fully
address the widespread problems facing the healthcare system.

Recent advancements promise amove beyond this taxing, human-
directed model of technology integration toward a new paradigm
that involves collaboration and teaming with AI in health settings
[16, 17, 24, 30, 49, 55]. Of course, this makes paramount the cen-
tering of the challenges and risks of AI health technologies, as
well as the needs and considerations of diverse stakeholder groups.
We must consider several issues including addressing persistent
safety and equity concerns, supporting transparent and fair clinical
decision-making, and maintenance of effective human oversight
without contributing to physician burnout [15, 30, 38, 48, 54]. This
panel aims to unite the ongoing discussions of these issues applica-
ble to mental health work that are often stratified by discipline (e.g.,
clinical vs. HCI research [7]) or mental health domain (i.e., PTSD,
depression, etc.). To best move toward a common ground future
given the range of perspectives from technoskepticism to justified
caution, panel discussion will be framed around one main question
with three parts. Here, we define technoskepticism as the belief
that the risks of a technology outweigh the potential benefits. We
define justified caution as the belief that adoption of an innovation
has the prerequisite of sufficient risk identification and mitigation
strategies.

Should we approach AI in mental health work with tech-
noskepticism or justified caution given its potential impact:

(1) on future patients? What could AI’s impact be on patient
self-advocacy and clinical outcomes?

(2) on future workers?How could AI impact the burden on work-
ers (e.g., physician workload) and worker motivation?

(3) on future technology? How could AI impact the types of
interfaces or systems we design?

2 An Example Application of Human-Centered
AI in Psychotherapy Training

To best bridge gaps between researchers situated within different
health AI contexts and facilitate discussion, this panel will draw
from efforts to investigate human-AI teaming in the mental health
training space. In mental health care, the shortage of trained work-
ers [35] compounds an ongoing mental health crisis that sees fewer
than a third of American adults receiving the treatment they re-
quire [50]. Despite the US spending billions of dollars annually
on mental health care [34], only a small fraction of patients have
access to psychotherapy protocols grounded in empirical research
and clinical trials, referred to as empirically-supported treatments
(ESTs) [27]. The current paradigm for workforce training, reliant
on a limited number of EST experts to provide individualized ob-
servation and feedback, faces critical scalability challenges [2, 21].
In order to overcome the restrictions of long-standing human-to-
human training methods, future mental health workers will have
the opportunity to team with AI systems, fostering the learning
and sustenance of evidence-based practices. Teams are defined as
two or more autonomous entities that work interdependently to
achieve a shared goal [41], and AI systems are developing to the
point where they can be considered as teammates [37].

Presently, the AI systems for health care workers are typically
unidirectional (AI toWorker) and do not contain features that would
capitalize on the benefits of having an additional team member;
integrating an AI Teammate has far greater implications for the
future of mental health work than simply using AI as a data process-
ing tool. Ideally, bidirectional AI systems will function as objective,
nonjudgmental, and confidential teammates who can provide in-
dividualized feedback throughout the worker’s career. While their
design must be approached with caution, they have the potential
to improve the efficacy and scalability of mental health training,
making targeted ESTs available to wider populations [22]. Hence,
research is needed to understand not only how to build and design
these bidirectional systems for this work context but also how to
integrate them ethically and effectively into diverse clinical settings.
As such, the design and implementation of bidirectional human-AI
teams in mental health training workflows can serve as a fruitful
exemplar for panel discussions.

3 Panel
3.1 Panel Format
We expect the panel to last roughly 90 minutes, held via hybrid
format with Zoom. Four panelists and the primary moderator will
attend in-person and one panelist will attend remotely. Two of the
organizers will moderate the Zoom discussion and ensure these
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voices are actively included in the panel by regularly submitting
questions to be read aloud by the primary, in-person moderator.
The panel will begin with brief introductions from the primary
moderator and five panelists (1 minute each). Next, each panelist
will be prompted to briefly reflect on their experience designing
mental health technologies toward answering where they fall on
the spectrum of AI perspectives that includes technoskepticism and
justified caution (2-3 minutes each). The primary moderator will
then lead a town hall style forum with 25 minutes each spent on
previously noted themes regarding AI’s potential impact on future
patients, workers, and technologies. Finally, the primary moderator
will summarize the main discussion points and any conclusions
or outcomes. The remote moderators will formally write up the
summary to be disseminated to those interested after the conclusion
of the panel.

3.2 Panelists
The organizers and panelists include multiple interdisciplinary ex-
perts with experience investigating and designing mental health
care technologies. The primary moderator and panelists are all fac-
ulty at top institutions in the US, South Korea, and Taiwan. Their
areas of expertise range from computer science and informatics to
industrial-organizational psychology to clinical research and prac-
tice. The two remote moderators are PhD students whose advisors
are on the panel. Both have experience leading focus groups and
interviews with a range of stakeholders surrounding AI and the
future of mental health work.

Dr. Saeed Abdullah (Organizer, Primary Moderator) is an
Associate Professor of Information Sciences and Technology at
Penn State University. He leads the Wellbeing & Health Innovation
(WHI) lab. His recent projects focus on developing fintech to sup-
port marginalized communities, including individuals with bipolar
disorder and dementia. He is also developing human-centered AI
systems for training mental health workers, improving dementia
care, supporting palliative care, and generating personalized health
interventions.

Nathaniel Swinger (Organizer, Remote Moderator) is a PhD
Student in the Human-Centered Computing Program at Georgia
Tech. He designs and investigates AI-based systems that might be
used to improve therapy training practices. His current research
focuses on how diverse stakeholder considerations surrounding
ethics and trust impact risk-taking in human-AI teams in mental
health settings.

Lauren Moran (Organizer, Remote Moderator) is a PhD
Student in the Industrial-Organizational Psychology Program at
Georgia Tech. Her research interests are broadly centered on foster-
ing worker health and well-being in traditional and nontraditional
contexts, including how emerging technologies can be used to foster
meaningful work and healthy workplaces. In exploring these topics,
she takes a multilevel perspective and leverages both psychological
and physiological data.

Dr. Andrew M. Sherrill (Panelist) is an Assistant Professor in
the Department of Psychiatry and Behavioral Sciences of Emory
University School of Medicine and a practicing clinical psychologist
at the Emory Healthcare Veterans Program. He is also the Training
Director of the Emory University Prolonged Exposure Consultant

Training Program. Dr. Sherrill’s clinical expertise includes ESTs
for posttraumatic stress disorder (PTSD) and his research explores
effective implementation of ESTs for PTSD, especially through the
deployment of AI, XR, and mHealth technologies. He has published
over 50 manuscripts and provided over 50 presentations and clinical
workshops on research-based clinical practices in mental health
work. He has provided clinical consultation and supervision to over
50 clinical trainees in diverse settings across the United States and
Canada. Additionally, Dr. Sherrill provides specialty training on
the integration of technology into routine clinical practice, and he
has disseminated several clinical guidelines for integrating clinical
technologies. As such, he has direct experience of understanding
and navigating technoskepticism in the mental health workforce.
Within the leading professional organization of his discipline, the
Association for Behavioral and Cognitive Therapies, his leadership
activities include chairing the Military and Veteran Psychology Spe-
cial Interest Group and serving on the Technology Committee and
the Research Facilitation Committee. His current research is funded
by the National Science Foundation and the Wounded Warrior
Project. He received his PhD from Northern Illinois University.

Dr. Christopher W. Wiese (Panelist) is an Assistant Profes-
sor of Industrial-Organizational Psychology at Georgia Tech and
a leading scholar on the future of work, specializing in human-AI
teaming. His cutting-edge research investigates how AI integration
reshapes team dynamics, responsibilities, and collaboration, with a
focus on developing unobtrusive methods to measure team perfor-
mance and human-autonomy interactions. As a key figure at the
Center for Human-AI-Robot Teaming at Georgia Tech, Dr. Wiese
drives interdisciplinary collaborations that bridge psychology, com-
puter science, and robotic systems. He is currently serving on the
National Academies of Sciences, Engineering, and Medicine’s Con-
sensus Study Committee on the Science of Team Science, contribut-
ing to a landmark report shaping the future of cross-disciplinary
collaborations. Additionally, he is a Board Member of the Interna-
tional Network for the Science of Team Science (INSciTS), where
he supports efforts to advance team science globally. Dr. Wiese’s
scholarship not only influences academic discourse but also informs
practice in industries navigating the future of work. His thought
leadership spans topics such as leadership development for inter-
disciplinary teams, workforce adaptation to emerging technologies,
and the design of equitable AI systems that enhance collaboration
and innovation.

Dr. Uichin Lee (Panelist) is a Professor in the School of Com-
puting at the Korea Advanced Institute of Science and Technology
(KAIST), leading the Interactive Computing Lab, whose mission is
to study intelligent positive computing systems that can intervene
in threats to health and wellbeing. Specifically, his research focuses
on sensing user behavior and contextual data using smartphones,
wearables, and IoT devices, as well as understanding wellbeing
states by building predictive models through machine learning. In
2023, he was inducted as a member of the SIGCHI Academy. He
served as a program committee member of the key HCI conferences
and journals, such as ACM CHI, CSCW, and Ubicomp, and as an
editor for PACM HCI (CSCW) and IMWUT (Ubicomp). He received
the best paper awards at ACM Ubicomp’24 (PACM IMWUT), ACM
CHI’16, AAAI ICWSM’13, IEEE CCGrid’11, and IEEE PerCom’07,
and an impact award from IEEE IoT Fourm’19.
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Dr. Yuan-Chi Tseng (Panelist) is an Associate Professor in the
AIMS Fellows Program at National Tsing Hua University (NTHU)
and leads the Inclusive Inter-Intelligence Design Lab (iiiD-Lab).
His pioneering work in health and co-design develops AI-driven
tools—such as healthcare chatbots, AI interventions, and AI design
platforms—that foster team-based care in clinical settings while en-
hancing communication among diverse stakeholders in the design
process. By addressing challenges faced by marginalized communi-
ties, his research improves health literacy, accessibility, medication
adherence, and patient–health professional collaboration, ensur-
ing continuity of care in chronic disease management, alleviating
stigma-induced psychological anxiety, and enhancing overall out-
comes. A distinguished interdisciplinary scholar in HCI, CSCW,
UX, and Healthcare Design, Dr. Tseng actively bridges academia,
industry, and government to drive innovation. He serves on evalu-
ation committees for Arts and Design and IEM under the National
Science and Technology Council and plays key roles in Tsing Hua’s
Technology Innovation and Design as Dean of Tsing-Hua Resi-
dential College and Convenor of the Innovation Design Program
and Group, promoting human-centered values. Dr. Tseng further
contributes to the HCI field as Senior Editor of the International
Journal of Human-Computer Studies (IJHCS) and holds leadership
roles including Associate Chair of CHI and CSCW, General Chair of
TAICHI (Taiwanese CHI conference), and Track Chair of Human-
Centered AI for IASDR 2025.

Dr. Rosa I. Arriaga (Remote Panelist) is an Associate Pro-
fessor in the School of Interactive Computing at Georgia Institute
of Technology (GT), USA. Her research interests are in the use of
psychological theories and concepts to address fundamental topics
in Human Computer Interaction (HCI). Her recent focus is on de-
signing, developing and deploying ecological computing systems
for post-traumatic stress disorder (PTSD) and diabetes. She has
received National Science Foundation awards to develop compu-
tational systems to improve PTSD treatment and recovery and to
design interfaces that facilitate AI inclusion in clinical workforce
training. She has also received funding from National Institute of
Health to conduct community-based research on diabetes man-
agement and from the American Diabetes Association to create a
diabetic foot ulcer tracking system. She earned a Ph.D. in Psychol-
ogy from Harvard University.

Acknowledgments
This material is based upon work supported by the National Science
Foundation under Grant No. (2326146).

References
[1] Payal Agarwal, Dara Gordon, Janessa Griffith, Natasha Kithulegoda, Holly OWit-

teman, R Sacha Bhatia, Andre W Kushniruk, Elizabeth M Borycki, Lise Lamothe,
Elena Springall, et al. 2021. Assessing the quality of mobile applications in chronic
disease management: a scoping review. NPJ digital medicine 4, 1 (2021), 46.

[2] Martin Amerikaner and Terra Rose. 2012. Direct observation of psychology
supervisees’ clinical work: A snapshot of current practice. The Clinical Supervisor
31, 1 (2012), 61–80.

[3] Anne Kathrine Petersen Bach, Trine Munch Nørgaard, Jens Christian Brok, and
Niels van Berkel. 2023. “If I Had All the Time in the World”: Ophthalmologists’
Perceptions of Anchoring Bias Mitigation in Clinical AI Support. In Proceedings
of the 2023 CHI Conference on Human Factors in Computing Systems (Hamburg,
Germany) (CHI ’23). Association for Computing Machinery, New York, NY, USA,
Article 16, 14 pages. doi:10.1145/3544548.3581513

[4] William Barbosa, Kina Zhou, Emma Waddell, Taylor Myers, and E Ray Dorsey.
2021. Improving access to care: telemedicine across medical domains. Annual
review of public health 42, 1 (2021), 463–481.

[5] Emily Bascom, Reggie Casanova-Perez, Kelly Tobar, Manas Satish Bedmutha,
Harshini Ramaswamy, Wanda Pratt, Janice Sabin, Brian Wood, Nadir Weibel, and
Andrea Hartzler. 2024. Designing Communication Feedback Systems To Reduce
Healthcare Providers’ Implicit Biases In Patient Encounters. In Proceedings of the
2024 CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA)
(CHI ’24). Association for Computing Machinery, New York, NY, USA, Article
452, 12 pages. doi:10.1145/3613904.3642756

[6] Nadine Bienefeld, Emanuela Keller, and Gudela Grote. 2024. Human-AI Teaming
in Critical Care: A Comparative Analysis of Data Scientists’ and Clinicians’
Perspectives on AI Augmentation and Automation. Journal of Medical Internet
Research 26 (2024), e50130.

[7] Ann Blandford, Jo Gibbs, Nikki Newhouse, Olga Perski, Aneesha Singh, and
ElizabethMurray. 2018. Seven lessons for interdisciplinary research on interactive
digital health interventions. Digital health 4 (2018), 2055207618770325.

[8] Jeffrey Budd. 2023. Burnout related to electronic health record use in primary
care. Journal of primary care & community health 14 (2023), 21501319231166921.

[9] Åsa Cajander and Christiane Grünloh. 2019. Electronic Health Records Are More
Than a Work Tool: Conflicting Needs of Direct and Indirect Stakeholders. In
Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems
(Glasgow, Scotland Uk) (CHI ’19). Association for Computing Machinery, New
York, NY, USA, 1–13. doi:10.1145/3290605.3300865

[10] Angela Y Chang, Krycia Cowling, Angela E Micah, Abigail Chapin, Catherine S
Chen, Gloria Ikilezi, Nafis Sadat, Golsum Tsakalos, Junjie Wu, Theodore Younker,
et al. 2019. Past, present, and future of global health financing: a review of
development assistance, government, out-of-pocket, and other private spending
on health for 195 countries, 1995–2050. The Lancet 393, 10187 (2019), 2233–2260.

[11] Nicholas C Coombs, Wyatt E Meriwether, James Caringi, and Sophia R New-
comer. 2021. Barriers to healthcare access among US adults with mental health
challenges: A population-based study. SSM-population health 15 (2021), 100847.

[12] Daniel Dicker, Grant Nguyen, Degu Abate, Kalkidan Hassen Abate, Solomon M
Abay, Cristiana Abbafati, Nooshin Abbasi, Hedayat Abbastabar, Foad Abd-Allah,
Jemal Abdela, et al. 2018. Global, regional, and national age-sex-specific mortality
and life expectancy, 1950–2017: a systematic analysis for the Global Burden of
Disease Study 2017. The lancet 392, 10159 (2018), 1684–1735.

[13] Joseph L Dieleman, Angela E Micah, and Christopher JL Murray. 2019. Global
health spending and development assistance for health. Jama 321, 21 (2019),
2073–2074.

[14] Elizabeth Downes, Ann Horigan, and Patrick Teixeira. 2019. The transformation
of health care for patients: Information and communication technology, digiceu-
ticals, and digitally enabled care. Journal of the American Association of Nurse
Practitioners 31, 3 (2019), 156–161.

[15] Mariam Fawzy Eid. 2024. Using Artificial Intelligence in Electronic Health Record
Systems to Mitigate Physician Burnout: A Roadmap. Journal of Healthcare
Management 69, 4 (2024), 244–254.

[16] Rosemarie Fernandez, Sachita Shah, Elizabeth D Rosenman, Steve WJ Kozlowski,
Sarah Henrickson Parker, and James A Grand. 2017. Developing team cognition:
a role for simulation. Simulation in Healthcare 12, 2 (2017), 96–103.

[17] PAHancock, Theresa T Kessler, Alexandra D Kaplan, Kimberly Stowers, J Christo-
pher Brill, Deborah R Billings, Kristin E Schaefer, and James L Szalma. 2023. How
and why humans trust: A meta-analysis and elaborated model. Frontiers in
Psychology 14 (2023), 1081086.

[18] Christina Harrington, Aqueasha Martin-Hammond, and Kirsten E Bray. 2022.
Examining Identity as a Variable of Health Technology Research for Older
Adults: A Systematic Review. In Proceedings of the 2022 CHI Conference on Hu-
man Factors in Computing Systems (New Orleans, LA, USA) (CHI ’22). Asso-
ciation for Computing Machinery, New York, NY, USA, Article 265, 24 pages.
doi:10.1145/3491102.3517621

[19] Micah Hartman, Anne B. Martin, Lekha Whittle, and Aaron and Catlin.
2024. National Health Care Spending In 2022: Growth Similar To Prepan-
demic Rates. Health Affairs 43, 1 (2024), 6–17. doi:10.1377/hlthaff.2023.01360
arXiv:https://doi.org/10.1377/hlthaff.2023.01360 PMID: 38091522.

[20] Kristiina Häyrinen, Kaija Saranto, and Pirkko Nykänen. 2008. Definition, struc-
ture, content, use and impacts of electronic health records: a review of the research
literature. International journal of medical informatics 77, 5 (2008), 291–304.

[21] Kimberly A Hepner, Stephanie Brooks Holliday, Jessica Sousa, and Terri Tanielian.
2018. Training clinicians to deliver evidence-based psychotherapy: development
of the training in psychotherapy (TIP) tool.

[22] Zac E Imel, Derek D Caperton, Michael Tanana, and David C Atkins. 2017.
Technology-enhanced human interaction in psychotherapy. Journal of counseling
psychology 64, 4 (2017), 385.

[23] Taya Irizarry, Annette DeVito Dabbs, and Christine R Curran. 2015. Patient
portals and patient engagement: a state of the science review. Journal of medical
Internet research 17, 6 (2015), e148.

https://doi.org/10.1145/3544548.3581513
https://doi.org/10.1145/3613904.3642756
https://doi.org/10.1145/3290605.3300865
https://doi.org/10.1145/3491102.3517621
https://doi.org/10.1377/hlthaff.2023.01360
https://arxiv.org/abs/https://doi.org/10.1377/hlthaff.2023.01360


Technoskepticism or Justified Caution? The Future of Human-Centered AI in Mental Health Care CHI EA ’25, April 26–May 01, 2025, Yokohama, Japan

[24] Maia Jacobs, Jeffrey He, Melanie F. Pradier, Barbara Lam, Andrew C. Ahn,
Thomas H. McCoy, Roy H. Perlis, Finale Doshi-Velez, and Krzysztof Z. Gajos.
2021. Designing AI for Trust and Collaboration in Time-Constrained Medi-
cal Decisions: A Sociotechnical Lens. In Proceedings of the 2021 CHI Conference
on Human Factors in Computing Systems (Yokohama, Japan) (CHI ’21). Asso-
ciation for Computing Machinery, New York, NY, USA, Article 659, 14 pages.
doi:10.1145/3411764.3445385

[25] Swathi Jagannath, Aleksandra Sarcevic, Victoria Young, and Sage Myers. 2019.
Temporal Rhythms and Patterns of Electronic Documentation in Time-Critical
Medical Work. In Proceedings of the 2019 CHI Conference on Human Factors in
Computing Systems (Glasgow, Scotland Uk) (CHI ’19). Association for Computing
Machinery, New York, NY, USA, 1–13. doi:10.1145/3290605.3300564

[26] Rachael M. Kang and Tera L. Reynolds. 2024. “This app said I had severe de-
pression, and now I don’t know what to do”: the unintentional harms of mental
health applications. In Proceedings of the 2024 CHI Conference on Human Factors in
Computing Systems (Honolulu, HI, USA) (CHI ’24). Association for ComputingMa-
chinery, New York, NY, USA, Article 1003, 17 pages. doi:10.1145/3613904.3642178

[27] Ronald C Kessler, Wai Tat Chiu, Olga Demler, and Ellen E Walters. 2005. Preva-
lence, severity, and comorbidity of 12-month DSM-IV disorders in the National
Comorbidity Survey Replication. Archives of general psychiatry 62, 6 (2005),
617–627.

[28] Kelly Koerner, Jenna Levy, and Linda A Dimeff. 2022. Using technology to
train and sustain delivery of evidence-based practices. Cognitive and Behavioral
Practice 29, 1 (2022), 41–49.

[29] Thomas A LaVeist, Eliseo J Pérez-Stable, Patrick Richard, Andrew Anderson,
Lydia A Isaac, Riley Santiago, Celine Okoh, Nancy Breen, Tilda Farhat, Assen
Assenov, et al. 2023. The economic burden of racial, ethnic, and educational
health inequities in the US. Jama 329, 19 (2023), 1682–1692.

[30] Min Hun Lee, Daniel P. Siewiorek, Asim Smailagic, Alexandre Bernardino, and
Sergi Bermúdez Bermúdez i Badia. 2021. A Human-AI Collaborative Approach
for Clinical Decision Making on Rehabilitation Assessment. In Proceedings of the
2021 CHI Conference on Human Factors in Computing Systems (Yokohama, Japan)
(CHI ’21). Association for Computing Machinery, New York, NY, USA, Article
392, 14 pages. doi:10.1145/3411764.3445472

[31] David Leslie, Anjali Mazumder, Aidan Peppin, Maria K Wolters, and Alexa
Hagerty. 2021. Does “AI” stand for augmenting inequality in the era of covid-19
healthcare? bmj 372 (2021).

[32] Salaar Liaqat, Daniyal Liaqat, Tatiana Son, Tiago Falk, Robert Wu, Andrea S.
Gershon, Eyal De Lara, and Alex Mariakakis. 2024. Promoting Engagement in
Remote Patient Monitoring Using Asynchronous Messaging. In Proceedings of the
2024 CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA)
(CHI ’24). Association for Computing Machinery, New York, NY, USA, Article
241, 18 pages. doi:10.1145/3613904.3642630

[33] Shiwani Mahajan, César Caraballo, Yuan Lu, Javier Valero-Elizondo, Daisy
Massey, Amarnath R Annapureddy, Brita Roy, Carley Riley, Karthik Murugiah,
Oyere Onuma, et al. 2021. Trends in differences in health status and health care
access and affordability by race and ethnicity in the United States, 1999-2018.
Jama 326, 7 (2021), 637–648.

[34] Open Minds. 2020. The U.S. Mental Health Market: $225.1 Billion In
Spending In 2019: An OPEN MINDS Market Intelligence Report. https:
//openminds.com/intelligence-report/the-u-s-mental-health-market-225-1-
billion-in-spending-in-2019-an-open-minds-market-intelligence-report/

[35] US Department of Health, Human Services, et al. 2013. Health Resources and Ser-
vices Administration National Center for Health Workforce Analysis. Rockville,
MD: The US Health Workforce Chartbook (2013).

[36] Chinasa T. Okolo, Srujana Kamath, Nicola Dell, and Aditya Vashistha. 2021.
“It cannot do all of my work”: Community Health Worker Perceptions of AI-
Enabled Mobile Health Applications in Rural India. In Proceedings of the 2021 CHI
Conference on Human Factors in Computing Systems (Yokohama, Japan) (CHI ’21).
Association for Computing Machinery, New York, NY, USA, Article 701, 20 pages.
doi:10.1145/3411764.3445420

[37] Thomas O’Neill, Nathan McNeese, Amy Barron, and Beau Schelble. 2022. Hu-
man–Autonomy Teaming: A Review and Analysis of the Empirical Litera-
ture. Human Factors 64, 5 (2022), 904–938. doi:10.1177/0018720820960865
arXiv:https://doi.org/10.1177/0018720820960865 PMID: 33092417.

[38] Sachin R Pendse, Daniel Nkemelu, Nicola J Bidwell, Sushrut Jadhav, Soumitra
Pathare, Munmun De Choudhury, and Neha Kumar. 2022. From Treatment to
Healing:Envisioning a Decolonial Digital Mental Health. In Proceedings of the
2022 CHI Conference on Human Factors in Computing Systems (New Orleans,
LA, USA) (CHI ’22). Association for Computing Machinery, New York, NY, USA,
Article 548, 23 pages. doi:10.1145/3491102.3501982

[39] Viju Raghupathi and Wullianallur Raghupathi. 2020. Healthcare expenditure and
economic performance: insights from the United States data. Frontiers in public
health 8 (2020), 156.

[40] Fujiko Robledo Yamamoto, Amy Voida, and Stephen Voida. 2021. From therapy
to teletherapy: Relocating mental health services online. Proceedings of the ACM
on Human-Computer Interaction 5, CSCW2 (2021), 1–30.

[41] Eduardo Salas. 1992. Toward an understanding of team performance and training.
Teams: Their training and, In Their training and performance/Ablex (1992).

[42] Tait D Shanafelt, Colin P West, Lotte N Dyrbye, Mickey Trockel, Michael Tutty,
Hanhan Wang, Lindsey E Carlasare, and Christine Sinsky. 2022. Changes in
burnout and satisfaction with work-life integration in physicians during the first
2 years of the COVID-19 pandemic. In Mayo Clinic Proceedings (12 ed.), Vol. 97.
Mayo Clinic, 2248–2258.

[43] Abhinav Sharma, Robert A Harrington, Mark B McClellan, Mintu P Turakhia,
Zubin J Eapen, Steven Steinhubl, James R Mault, Maulik D Majmudar, Lothar
Roessig, Karen J Chandross, et al. 2018. Using digital health technology to better
generate evidence and deliver evidence-based care. Journal of the American
College of Cardiology 71, 23 (2018), 2680–2690.

[44] Christine Sinsky. 2023. What is physician burnout? https://www.ama-assn.org/
practice-management/physician-health/what-physician-burnout

[45] Venkatesh Sivaraman, Leigh A Bukowski, Joel Levin, Jeremy M. Kahn, and Adam
Perer. 2023. Ignore, Trust, or Negotiate: Understanding Clinician Acceptance of
AI-Based Treatment Recommendations in Health Care. In Proceedings of the 2023
CHI Conference on Human Factors in Computing Systems (Hamburg, Germany)
(CHI ’23). Association for Computing Machinery, New York, NY, USA, Article
754, 18 pages. doi:10.1145/3544548.3581075

[46] Ming Tai-Seale, Sally Baxter, Marlene Millen, Michael Cheung, Sidney Zisook,
Julie Çelebi, Gregory Polston, Bryan Sun, Erin Gross, Teresa Helsten, et al. 2023.
Association of physician burnout with perceived EHR work stress and potentially
actionable factors. Journal of the American Medical Informatics Association 30, 10
(2023), 1665–1672.

[47] The White House 2022. https://www.whitehouse.gov/cea/written-
materials/2022/05/31/reducing-the-economic-burden-of-unmet-mental-
health-needs/#:~:text=The%20Federal%20Government%20covers%20some,
from%20the%20U.S.%20Medicaid%20program.

[48] Tiffany C Veinot, Hannah Mitchell, and Jessica S Ancker. 2018. Good intentions
are not enough: how informatics interventions can worsen inequality. Journal of
the American Medical Informatics Association 25, 8 (2018), 1080–1088.

[49] Dakuo Wang, Liuping Wang, Zhan Zhang, Ding Wang, Haiyi Zhu, Yvonne Gao,
Xiangmin Fan, and Feng Tian. 2021. “Brilliant AI Doctor” in Rural Clinics:
Challenges in AI-Powered Clinical Decision Support System Deployment. In
Proceedings of the 2021 CHI Conference on Human Factors in Computing Systems
(Yokohama, Japan) (CHI ’21). Association for Computing Machinery, New York,
NY, USA, Article 697, 18 pages. doi:10.1145/3411764.3445432

[50] Philip S Wang, Michael Lane, Mark Olfson, Harold A Pincus, Kenneth B Wells,
and Ronald C Kessler. 2005. Twelve-month use of mental health services in
the United States: results from the National Comorbidity Survey Replication.
Archives of general psychiatry 62, 6 (2005), 629–640.

[51] Colin P West, Liselotte N Dyrbye, and Tait D Shanafelt. 2018. Physician burnout:
contributors, consequences and solutions. Journal of internal medicine 283, 6
(2018), 516–529.

[52] Qi Yan, Zheng Jiang, Zachary Harbin, Preston H Tolbert, and Mark G Davies.
2021. Exploring the relationship between electronic health records and provider
burnout: a systematic review. Journal of the American Medical Informatics Associ-
ation 28, 5 (2021), 1009–1021.

[53] Rui Yao, Wenli Zhang, Richard Evans, Guang Cao, Tianqi Rui, and Lining Shen.
2022. Inequities in health care services caused by the adoption of digital health
technologies: scoping review. Journal of medical Internet research 24, 3 (2022),
e34144.

[54] Dong Whi Yoo, Hayoung Woo, Viet Cuong Nguyen, Michael L. Birnbaum,
Kaylee Payne Kruzan, Jennifer G Kim, Gregory D. Abowd, and Munmun
De Choudhury. 2024. Patient Perspectives on AI-Driven Predictions of
Schizophrenia Relapses: Understanding Concerns and Opportunities for Self-Care
and Treatment. In Proceedings of the 2024 CHI Conference on Human Factors in
Computing Systems (Honolulu, HI, USA) (CHI ’24). Association for ComputingMa-
chinery, New York, NY, USA, Article 702, 20 pages. doi:10.1145/3613904.3642369

[55] Shao Zhang, Jianing Yu, Xuhai Xu, Changchang Yin, Yuxuan Lu, Bingsheng Yao,
Melanie Tory, Lace M. Padilla, Jeffrey Caterino, Ping Zhang, and Dakuo Wang.
2024. Rethinking Human-AI Collaboration in Complex Medical Decision Making:
A Case Study in Sepsis Diagnosis. In Proceedings of the 2024 CHI Conference on
Human Factors in Computing Systems (Honolulu, HI, USA) (CHI ’24). Association
for Computing Machinery, New York, NY, USA, Article 445, 18 pages. doi:10.
1145/3613904.3642343

[56] Xiaoming Zhang, Daniel Lin, Hugh Pforsich, and Vernon W Lin. 2020. Physician
workforce in the United States of America: forecasting nationwide shortages.
Human resources for health 18 (2020), 1–9.

[57] Yan Zhang, Kenneth R Fleischmann, Jin Gao, and Bo Xie. 2015. A systematic
review of the literature on consumers’ use of patient portals: Preliminary results.
Proceedings of the Association for Information Science and Technology 52, 1 (2015),
1–4.

https://doi.org/10.1145/3411764.3445385
https://doi.org/10.1145/3290605.3300564
https://doi.org/10.1145/3613904.3642178
https://doi.org/10.1145/3411764.3445472
https://doi.org/10.1145/3613904.3642630
https://openminds.com/intelligence-report/the-u-s-mental-health-market-225-1-billion-in-spending-in-2019-an-open-minds-market-intelligence-report/
https://openminds.com/intelligence-report/the-u-s-mental-health-market-225-1-billion-in-spending-in-2019-an-open-minds-market-intelligence-report/
https://openminds.com/intelligence-report/the-u-s-mental-health-market-225-1-billion-in-spending-in-2019-an-open-minds-market-intelligence-report/
https://doi.org/10.1145/3411764.3445420
https://doi.org/10.1177/0018720820960865
https://arxiv.org/abs/https://doi.org/10.1177/0018720820960865
https://doi.org/10.1145/3491102.3501982
https://www.ama-assn.org/practice-management/physician-health/what-physician-burnout
https://www.ama-assn.org/practice-management/physician-health/what-physician-burnout
https://doi.org/10.1145/3544548.3581075
https://www.whitehouse.gov/cea/written-materials/2022/05/31/reducing-the-economic-burden-of-unmet-mental-health-needs/#:~:text=The%20Federal%20Government%20covers%20some,from%20the%20U.S.%20Medicaid%20program.
https://www.whitehouse.gov/cea/written-materials/2022/05/31/reducing-the-economic-burden-of-unmet-mental-health-needs/#:~:text=The%20Federal%20Government%20covers%20some,from%20the%20U.S.%20Medicaid%20program.
https://www.whitehouse.gov/cea/written-materials/2022/05/31/reducing-the-economic-burden-of-unmet-mental-health-needs/#:~:text=The%20Federal%20Government%20covers%20some,from%20the%20U.S.%20Medicaid%20program.
https://www.whitehouse.gov/cea/written-materials/2022/05/31/reducing-the-economic-burden-of-unmet-mental-health-needs/#:~:text=The%20Federal%20Government%20covers%20some,from%20the%20U.S.%20Medicaid%20program.
https://doi.org/10.1145/3411764.3445432
https://doi.org/10.1145/3613904.3642369
https://doi.org/10.1145/3613904.3642343
https://doi.org/10.1145/3613904.3642343

	Abstract
	1 Introduction
	2 An Example Application of Human-Centered AI in Psychotherapy Training
	3 Panel
	3.1 Panel Format
	3.2 Panelists

	Acknowledgments
	References

