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Abstract
The shortage of psychotherapists is anticipated to escalate over the next few decades, necessitating interdisciplinary responses 
to create scalable solutions to meet workforce demands. This paper explores the potential of teaming with artificial intelli-
gence (AI) to upskill current and future psychotherapists. Specifically, we discuss the benefits of AI teaming in augmenting 
human clinicians’ capacity to learn empirically supported treatments (ESTs), thus improving accessibility to the best available 
treatments. We argue that integrating AI as a teammate rather than a tool can facilitate the ethical and effective technology 
integration. While AI interfaces may create the illusion of teamwork between humans and synthetic agents, we also suggest 
that an “AI teammate” not be endowed with a human teammate’s capacities to be held personally accountable and under-
stand the roles and responsibilities of other teammates. We highlight the necessity of addressing workforce implications, 
such as changes in collaborative dynamics and competency requirements. Ethical considerations, including transparency, 
fairness, and privacy, must also guide the integration of AI into mental health work to prevent unintended biases and ensure 
responsible use. Additionally, we discuss research implications, emphasizing the need to move beyond understanding how 
psychotherapists interact with AI to how they will collaborate with it. Finally, we outline technological innovations needed 
for successful AI teaming, including personalized feedback, usability, and bidirectional communication structures. Teaming 
with AI has the potential to transform the mental health workforce, but collaboration across stakeholders and adherence to 
ethical principles are essential for successful integration.
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Over the next several decades, the shortage of psychothera-
pists in the United States is expected to reach the hundreds 
of thousands (Health Resources and Services Administra-
tion, 2024). Humans alone may not address the demand for 
psychotherapy. An interdisciplinary response between clini-
cal scientists, information scientists, and organizational sci-
entists is needed to create scalable solutions to make effec-
tive treatment broadly accessible (Koerner et al., 2022). In 
this paper, we address the potential benefits afforded by 
teaming with artificial intelligence (AI) in mental health 

work with the specific use cases of learning and sustain-
ing psychotherapy delivery skills. We describe how AI may 
potentially serve some functions of a supervisor for nov-
ice psychotherapists and some functions of a consultant for 
established psychotherapists who want to improve compe-
tencies or prevent gradual drift from best practices (e.g., 
Speers et al., 2022). Next, we highlight workforce, ethical, 
and research implications that will emerge with AI teaming 
in mental health work. Lastly, we discuss the technological 
innovations required for AI teaming to be useful and usable.

Potential Benefits of AI Teaming

Broadly speaking, essential benefits of AI are to stream-
line, augment, and supplement human work. Discussion of 
all potential aspects of mental health work that may benefit 
from AI is beyond the scope of this paper (e.g., identifying 
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of at-risk individuals, interpreting assessments, and deliv-
ering psychotherapy). We draw attention to the potential of 
AI teaming within the domain of human clinicians learn-
ing and sustaining psychotherapy delivery skills. We define 
AI teaming as collaboration between artificial and human 
agents for the purpose of working toward a shared goal 
(Berretta et al., 2023). While AI interfaces may create the 
illusion of an “AI teammate,” AI should not be confused 
with human teammates who can understand the roles and 
responsibilities of other teammates and be held personally 
accountable. AI teammates merely extend the capabilities of 
licensed practitioners and therefore cannot be held account-
able. Clarifying the distinction between human teammates 
and AI teammates is essential to understand the workforce, 
ethical, and research implications of “AI teaming” in mental 
health work.

Importantly, many of the most effective psychotherapy 
protocols that are supported by clinical trials, known as 
empirically supported treatments (ESTs), are accessible 
only to a small minority of mental health patients (Becker 
et al., 2013; Cho et al., 2019; Kessler et al., 2005). Suc-
cessful implementation of ESTs depends on many factors 
(Damschroder et al., 2015; Gallo & Barlow, 2012); however, 
research indicates one of the biggest barriers to upskilling 
the workforce is the availability of training (Brennan et al., 
2022; Cook et al., 2009a), as opportunities to actively learn 
new skills predict the implementation of new skills Cook 
et al., 2009b; Henrich et al., 2023; Karlin & Cross, 2014).

We believe teaming with AI can revolutionize the avail-
ability and effectiveness of EST training by reducing the 
reliance on passive didactic experiences (Beidas et  al., 
2012; Henrich et al., 2023; Valenstein-Mah et al., 2020) 
and resource-consuming individual consultation (Bash & 
Stirman, 2020). EST experts who provide didactics and 
consultation represent a relatively minuscule subgroup of 
psychotherapists and, therefore, they cannot fully support 
growing workforce demands (Amerikaner & Rose, 2012; 
Frank et al., 2020). Due to the resource-prohibitive nature 
of teaming with experts, psychotherapists are limited in their 
ability to learn and implement EST protocols.

Teams are defined as two or more autonomous entities 
that work interdependently to achieve a shared goal (Salas 
et al., 1992). When feasible, teaming with experts works in 
EST training (e.g., Sherrill et al., 2021); however, its acces-
sibility is limited (Bash & Stirman, 2020). Teaming may 
continue to be the best solution, though perhaps with the 
integration of AI into the team. Importantly, AI systems are 
developing to such a point where the technology is expe-
rienced by the user as a teammate (O’Neill et al., 2022). 
The integration of an AI teammate has far greater implica-
tions for the future of mental health work than simply using 
AI as a data processing tool. For instance, an AI teammate 
might not only passively observe and provide feedback on 

therapy sessions but also receive corrective feedback from 
the psychotherapist, thus enabling shared cognition within 
the worker-AI team. Ideally, these bidirectional AI sys-
tems will function as objective, nonjudgmental, automatic, 
ever-present, and confidential consultants who can provide 
individualized feedback throughout the psychotherapist’s 
career. This idea of teaming with AI goes beyond how they 
are currently implemented in the mental health workforce. 
While there has been considerable progress in developing 
consumer-grade AI tools to enhance fidelity (e.g., Lyssn; 
www.​lyssn.​io), these tools provide unidirectional coaching 
to improve the psychotherapist’s treatment fidelity (i.e., con-
sistency with protocol), where the psychotherapist receives 
feedback to help them to reflect on their practice (Creed 
et al., 2022; Flemotomos et al., 2021; Xiao et al., 2015). 
Future computational systems will transform the men-
tal health workforce by transitioning from unidirectional 
AI tools to bidirectional worker-AI teams (O’Neill et al., 
2022). These synthetic agents can provide feedback, receive 
feedback, and dynamically update their models. Research 
is needed to understand not only how to build and design 
these bidirectional systems for this work context but also 
how to integrate them ethically and effectively into diverse 
clinical settings.

Implications of AI Teaming

Workforce Implications

While there are broad workforce implications to incorpo-
rating AI, there are implications specific to integrating AI 
teammates into the process of learning and sustaining psy-
chotherapy skills. Specifically, there is a gap in the research 
regarding end-user preferences and expectations of AI team-
mates within the contexts of learning and delivering psy-
chotherapy. Prior research within the context of multiplayer 
gaming found that instrumental skills were end-users’ top 
priority in an AI teammate (Zhang et al., 2021); however, 
little research has explored the extent to which preferences 
and expectations in human-AI teaming generalize across 
contexts. Further, research is needed to understand how psy-
chotherapists’ requirements fit into the requirements of other 
stakeholders (e.g., patients and administrators) and how to 
design AI systems that all stakeholders perceive as ethical, 
useful, and useable. Stakeholders are likely to evaluate and 
interact with AI teammates fundamentally differently than 
their human teammates (Hidalgo et al., 2021).

The process of learning and sustaining effective EST 
delivery skills often leverages supervision or consulta-
tion from another psychotherapist with expertise in those 
skills. Supervision and consultation in EST is a complex 
interpersonal process (Terjesen & Del Vecchio, 2023) and 

http://www.lyssn.io
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little research indicates what are the most effective practices 
with regard to the learner’s successful implementation of 
ESTs (Valenstein-Mah et al.., 2020; Zukerman et al., 2023). 
One supervision and consultation strategy is to improve 
the psychotherapist’s adherence to a fidelity protocol by 
reviewing data collected during clinical sessions (e.g., 
video recordings) and then giving actionable feedback to 
the psychotherapist (e.g., Sherrill et al., 2021). These fidel-
ity protocols are often the same protocols used in clinical 
trials that provide evidence of the given treatment’s efficacy. 
This strategy requires the supervisor or consultant to rate 
the psychotherapist’s performance on established checklists 
of essential components of a given session (e.g., Burton 
et al., 2023). Additionally, the supervisor or consultant 
reflects on performance with subjective reflections (e.g., 
“Was the psychotherapist empathic?”) that are based on 
tacit and ambiguous rules for what is appropriate for a given 
psychotherapist at a given moment within a given protocol. 
Importantly, there are situational (e.g., supervisor availa-
bility), practical (e.g., memory-related errors of sessions), 
and perceptual (e.g., biased recollections of effectiveness) 
factors that prevent humans from effectively monitoring 
performance and making necessary improvements. If an 
AI teammate were including the work task of determining 
effective protocol delivery, its input will likely use objective 
and computational sensors (e.g., acoustic analysis of the 
therapist’s voice, natural language processing of the thera-
pist’s work choices). Figure 1 depicts a hypothetical infor-
mation flow within these future teams, illustrating how the 
complexity of this work task increases with the introduction 
of an AI teammate.

Initial integration will result in “growing pains” by 
increasing cognitive demands and stress levels of the human 
operators (Rosero et al., 2021; Woods et al., 2002). Further, 
AI integration may be prone to fail in instances of feedback 
and learning if social dynamics are not considered (e.g., 
the capacity of administration in critically viewing feed-
back from the AI teammate; Huang et al., 2021; McNeese 
et al., 2021). This is highlighted by the observations that 
psychotherapists may be apprehensive about adopting new 
technologies into their complicated work ecosystems (Lattie 
et al., 2020). For example, despite over a decade of empiri-
cal support, most psychotherapists did not use telehealth 
until they were required to during the COVID-19 pandemic 
(Dores et al., 2020; Sammons et al., 2020), and only then 
did they report positive attitudes toward that technology and 
intentions to continue integrating it into their work (Békés & 
Aafjes-van Doorn, 2020). To facilitate AI integration, risk 
mitigation frameworks will be needed (e.g., using exposure-
based principles to overcome technophobia, Sherrill et al., 
2022). Critical incident interviews can identify not only the 
ethical and practical challenges of introducing an AI team-
mate but also the socioemotional processes that led to the 
perception of these being “risks.” Policy-capturing studies 
with subject matter experts can identify the efficacy of coun-
termeasures used to mitigate the risks of integrating an AI 
teammate into mental health work.

The introduction of new technologies into mental health 
work will necessitate the re-examination of psychotherapist 
competencies necessary to perform the job well. The compe-
tencies needed to be a future psychotherapist are not neces-
sarily those needed to succeed at this job currently. For one, 

Fig. 1   Example worker-AI team information flow for a specific use case of learning treatment skills
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the proficiency levels of many of the existing competencies 
will change, and research suggests new competencies will 
be needed to effectively team with AI (Demir et al., 2019; 
McNeese et al., 2018; Stowers et al., 2021). Communica-
tion, coordination, and adaptation will likely be essential 
teamwork competencies for worker-AI teams (Stowers et al., 
2021). Hence, researchers need to (1) understand new task-
work dynamics in the future of mental health work and (2) 
identify the competencies of the future psychotherapist.

Central to understanding new workplace dynamics will be 
identifying the specific role of an AI teammate, which will 
be largely determined by characteristics of its human team-
mates. For example, when used as a tool in a private practice 
with a single licensed psychotherapist, the AI teammate will 
serve only the psychotherapist, perhaps by fulfilling the role 
of providing longitudinal feedback across patients on charac-
teristics related to protocol fidelity, which the psychothera-
pist uses a protection against skill drift (Speers et al., 2022). 
In contrast, when used as a tool within the context of super-
vision, the AI teammate may primarily serve the supervisor, 
perhaps by fulfilling the roles of completing time-consuming 
tasks (e.g., scanning a 60-min therapy session recording for 
possible protocol deviations) and offering suggestions of dis-
cussions topics during supervision (e.g., closely reviewing a 
segment of a session recording that was flagged for a proto-
col deviation). The specific roles of the AI teammate within 
the team could impact each other teammate and relationships 
between them. For example, when used in the context of 
supervision, procedures will be needed to address disagree-
ments between the AI teammate and supervisor, as will be 
determinations on how much access the supervisee might 
have to those disagreements. While learning how these AI 
tools are built and used is likely important, end-users will 
also benefit from articulating the roles of each agent (i.e., 
AI and humans) and anticipating how each human team-
mate and each human relationship may be affected by the 
introduction of an AI teammate.

Ethical Implications

The ethical implications of AI integration are crucial to 
consider in mental health work, as it chiefly serves vulner-
able populations for which privacy and nonmaleficence are 
paramount. Broad ethical principles for AI applications 
(Jobin et al., 2019) include transparency (e.g., disclosure 
of approach, explainability of outputs), justice and fairness 
(e.g., prevention of bias, contestability of outputs), nonma-
leficence (e.g., prevention of misuse, utilization of routine 
risk assessments), responsibility (e.g., clarifying liabil-
ity, ensuring diversity in development), and privacy (e.g., 
protections for data security, obtaining full informed con-
sent). Given the nascent stage, ethical reasoning in worker-
AI teaming in mental health is speculative and demands 

targeted research (Fiske et al., 2019; Manriquez Roa et al., 
2021). Chief among the challenges will be protecting clini-
cal decision-making from unintended biases embedded in 
computational models. Integrating computational tools 
might introduce algorithmic biases that harm all stakehold-
ers. Other challenges will be related to fundamental changes 
to the nature of work, including the ethical transfer of new 
responsibilities in AI operation (e.g., how to interpret feed-
back from AI teammates). The future of AI in mental health 
work must address how to ethically (1) collaborate with AI 
and (2) integrate transformational systems into the work-
place. Without understanding the psychotherapist’s readi-
ness and needs, current AI technologies face unknown risks 
and are vulnerable to implementation failure and ethical 
dilemmas. Future mental health work that necessitates the 
integration of interactive AI teammates will require under-
standing shared team goals (e.g., increasing the psychothera-
pist’s fidelity to a given treatment protocol) and the ethical 
division of responsibilities between AI and humans (e.g., 
AI gathers data while the human makes a data-informed 
decision).

Central to understanding the ethical use of AI teammates 
is identifying how to sufficiently teach the psychotherapists 
about how the computational system works and its costs and 
potential benefits and risks. The usability of a worker-AI 
teaming workflow (e.g., see Fig. 1) will be evidenced by sys-
tem features that the users (e.g., psychotherapist and super-
visor) can learn easily. The system’s utility will be demon-
strated by showing that the users (e.g., treatment provider, 
trainer, administrators) have an accurate mental model of 
how the AI teammate judges the psychotherapist’s treatment 
fidelity (Schelble et al., 2022; Wiese & Burke, 2019). Users 
must understand that the AI is trained on data from other 
patients and other psychotherapists and is then applied to the 
psychotherapist’s performance. If users do not understand 
how AI systems work, there is an ethical dilemma of inap-
propriate trust in the system that diminishes the user’s sense 
of responsibility. Many system design features can facilitate 
or dampen trust (Schaefer et al., 2016), such as the extent to 
which AI judgments can be used against the psychotherapist 
(Hirsch et al., 2018) and whether the judgment is contestable 
(Hirsch et al., 2017). The issue of contestability is central 
to moving AI from a coach (unidirectional feedback) to a 
teammate (bidirectional interaction). Ultimately, the ethical 
use of AI in mental health work may be enhanced by placing 
responsibility back on the psychotherapist to correct errors 
that might harm both the patient and the psychotherapist 
(Fiske et al., 2019).

Research Implications

Computational models have shown the potential for deliver-
ing unidirectionally, automatized evaluation of some aspects 
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of therapy (Chen et al., 2021; Cummins et al., 2019; Ewbank 
et al., 2021; Flemotomos et al., 2021, 2022; Sharma et al., 
2021; Tanana et al., 2021). Broadly speaking, research is 
needed that goes beyond an understanding of how psycho-
therapists interact with AI and address how they will team 
with AI. This is a critical distinction as the former represents 
the technology as a tool to get work done, while the lat-
ter emphasizes the technology as a collaborative teammate 
(O’Neill et al., 2022). Integrating a new synthetic teammate 
into mental health work will change how work gets done in 
prodigious and novel ways. First, teaming with AI will create 
new collaborative dynamics. Research consistently shows 
that integrating a new human teammate will change how the 
work gets done, the roles and responsibilities of each indi-
vidual teammate, and how well the team performs together 
(Beus et al., 2014; Chen & Klimoski, 2003; Mathieu et al., 
2017). These changes will occur when integrating an AI 
teammate into mental health work and create new collabora-
tive dynamics and opportunities (Demir et al., 2018). Hence, 
it is critical to understand how the nature of the work itself 
will change after integrating AI teammates. The success of 
integrating this technology is contingent on both (1) the effi-
cacy of the AI teammate and (2) overcoming the challenges 
and risks of implementation into existing systems.

Working in teams is an essential part of the modern 
workplace and mental health work is no exception (Robiner, 
2006; Substance Abuse and Mental Health Services Admin-
istration, 2020). Introducing an AI teammate to the existing 
organizational system will change how current collaborative 
work is done (Demir et al., 2021; McNeese et al., 2018) 
by presenting new collaborative opportunities that are not 
currently part of mental health work. Consider the integra-
tion of AI teammates into the team-based tasks of upskilling 
psychotherapy skills. After completing their formal educa-
tion, psychotherapists receive limited feedback throughout 
their careers (Amerikaner & Rose, 2012; Frank et al., 2020; 
Zukerman et al., 2023). Integrating an AI teammate would 
provide new opportunities for psychotherapists and AI team-
mates to learn together by reviewing session information 
and developing shared mental models (Schelble et al., 2022; 
Wiese & Burke, 2019).

Just like their human counterparts, an AI teammate must 
understand the existing collaborative dynamics to be an 
effective team member. Research should model current and 
future collaborative dynamics through a combination of 
inductive and deductive approaches. Observational studies 
can identify where current team dynamics could be aug-
mented and where new worker-AI teaming could occur. 
Next, using established theoretical models of technology 
acceptance and adoption (e.g., Dingle et al., 2024; Hassan 
et al., 2024), researchers will need to forecast multilevel 
networks of collaborative dynamics that represent social, 
knowledge, resource, and task ties between collaborative 

actors and the strength of those ties. These approaches will 
not only identify the functional utility of the AI teammate 
(e.g., perceived usefulness, ease of use) but also the bar-
riers to potential adoptions. It also opens the door to new 
research questions. For instance, psychotherapists tend to 
change their behaviors when being observed by other people 
(Ravid et al., 2020; Stanton & Weiss, 2000), but does this 
change when the observer is an AI teammate?

Innovations Needed for AI Teaming

Technology Design

Little is known about what psychotherapists expect or want 
in their future technology. Human–computer interactionists 
can use design inquiry (Zimmerman & Forlizzi, 2014) and 
design featuring (Kozubaev et al., 2020) methodologies to 
encourage users to consider technology that does not yet 
exist (Benjamin et al., 2021). Interviews with psychothera-
pists can elicit their ethical considerations, values, and feed-
back on including AI teammates in their work activity and 
what would constitute effective integration of AI teammates. 
Designers will also need to consider the role that various 
organizational structures play in designing the interface. For 
example, a clinical training environment might welcome the 
integration of invasive educational tools but a non-training 
environment with only licensed psychotherapists might be 
a context in which automated performance-monitoring is 
threatening, distracting, or offensive.

Novel interfaces and features need to be designed so that 
worker-AI teams can effectively communicate, coordinate, 
and adapt. System dashboards will need to mediate the visu-
alization and exchange of information (i.e., communication) 
at the desired level of granularity. User-centered studies 
can identify what are the most effective ways to provide 
personalized feedback with actionable recommendations. 
Successful feedback requires that the psychotherapist can 
easily understand the rationale and justifications for given 
feedback (i.e., interpretability). Lastly, the form and delivery 
of feedback needs to be sensitive to user characteristics, such 
professional development level (i.e., novice versus expert). 
For example, an AI teammate that uses protocol-specific 
metrics can only help a user who knows the metrics and the 
theoretical frameworks that give meaning and importance to 
those metrics. A conceptualization of the various end-users 
can guide each step of design and development.

For end-users to cooperate with AI teammates, they 
may likely need to acquire knowledge regarding how AI 
teammates were built and how they work. Coordination 
in worker-AI teams will benefit from the end-user know-
ing enough about the system so that they can perceive it 
as reliable, directable, and intentional. For example, the 
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psychotherapist might need to understand the basis of the AI 
teammate’s feedback (e.g., a computational model trained on 
high-fidelity treatment session data). Correspondingly, the 
AI teammate might need to determine organizational hier-
archies (e.g., supervisor versus trainee) and adapt the feed-
back weights appropriately, which may require the design of 
machine teaching interfaces (Simard et al., 2017).

Computational Innovations

In the specific domain of upskilling and sustaining psycho-
therapist skills, information science is presented with sev-
eral challenging questions. Is it advantageous to develop a 
computation framework that assesses both the science of 
therapy (i.e., the content of protocols) and the art of therapy 
(i.e., the style in which these protocols are delivered)? How 
can the system provide actionable and specific feedback? 
How can systems incorporate a human-in-the-loop approach 
to update and rectify models? The vision of AI teammates 
to help learn psychotherapy hinges on the proliferation of 
computational innovations.

While significant progress is underway (Hirsch et al., 
2017; Imel et al., 2019; Sharma et al., 2021), a pervasive 
challenge for information scientists will be collecting 
expertly annotated data based on real and effective therapy 
sessions to build computational models. One the most sig-
nificant ethical risks is unintended bias in models result-
ing from biases in who is sampled, who is annotating, and 
who decides what data characteristics are important for the 
model. Some developers may use an auto-regressive control-
lable generative model to create a synthetic dataset for aug-
menting model training and evaluation (e.g., Chang et al., 
2022). While recent work has established that this method 
can significantly improve training convergence (Rosenberg 
et al., 2019), its accuracy is largely unknown in the domain 
of psychotherapeutic encounters.

There are current advancements in assessing interaction 
styles and session dynamics using prosody features (e.g., 
turn-taking, back-channeling) and acoustic signals. Context-
aware topic classifiers can detect specific protocol content 
(Gaut et al., 2015), active listening (Bodie et al., 2015), and 
rapport and therapeutic alliance (Goldberg et al., 2020; Yeh 
et al., 2019). Future research is needed on combining meth-
ods to assessment psychotherapy characteristics and identi-
fying the incremental validity of each characteristic, which 
may or may not be protocol-specific (i.e., “common factors” 
such as empathy that are prescribed in most protocols).

The most striking upcoming innovations for worker-AI 
teaming will be bidirectional communication structures 
between the psychotherapists and the technology. This 
type of human-in-the-loop design allows the human team-
mates to provide feedback and potentially rectify model 
assessments and outcomes. Not only will this bidirectional 

learning system help engender trust in the AI teammate but 
it will also allow the worker-AI team to develop shared cog-
nition, which is critical to accomplish their common goals 
(Schelble et al., 2022). Researchers will need to develop an 
interface to translate model outcomes into interpretable and 
actionable feedback. For example, if a model detects that a 
psychotherapist forgot to mention a treatment element, the 
interface can report an adherence issue and provide action-
able recommendations. These interfaces can also convey 
behavioral signals captured throughout the session (e.g., 
using colors to indicate pitch intensity during the session). 
Through the use of an interface that enables editing and 
updating model outcomes, human teammates will be able 
to correct wrong assessments and incorrect feedback from 
models in a session, resulting in not only a more robust 
system but also providing a means to mitigate ethical con-
cerns (e.g., transparency via explainability, justice via 
contestability).

Conclusions

Teaming with AI has potential transform the mental health 
workforce. One specific application of worker-AI teams 
is learning and sustaining psychotherapy skills (Imel 
et al., 2017). The ultimate impact of this emerging area 
of innovation is to efficiently upskill the workforce and, 
thereby, increase broad access to effective mental health 
treatment. Alongside potential benefits of teaming with 
AI, we highlight workplace, ethical, and research implica-
tions that need prioritization by practitioners, scientists, 
designers, and developers. Implications may differ between 
novice psychotherapists, who might use AI teammates to 
facilitate supervision, and established psychotherapists, 
who might use AI teammates for ongoing skill refinement. 
We provide broad recommendations for how to achieve 
technology innovations that are useful and usable. These 
developments will meet understandable levels skepticism 
and caution and all initial AI teammate integration should 
anticipate growing pains. The eventual success will require 
collaboration across all stakeholders and strict adherence 
to ethical principles.
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