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Abstract

This paper aims to establish relationships between conver-
sational markers and health outcomes using data from cardio-
pulmonary rehabilitation sessions. Specifically, we used speech
and text data from conversations between patients and re-
searchers to assess exercise compliance and psychological well-
being. We trained a Multimodal Transformer (MMT) on
speech, transcript, and ground-truth labels. We further evalu-
ate MMT’s predictive performance by using session summaries
generated by three Large Language Models (LLMs), which fo-
cused on dialogue characteristics (e.g., sentiment, thematic con-
tent, and future planning). Our findings establish the feasibility
of augmenting speech and language processing of clinical ses-
sions to improve decision-making and health outcomes.
Index Terms: Clinical Conversational Markers, Multimodal
Learning, Large Language Models

1. Introduction
Cardiovascular diseases (CVDs) and Chronic Obstructive Pul-
monary Disease (COPD) collectively represent a major public
health issue. CVDs is a leading cause of death globally, claim-
ing 17.9 million lives annually [1]. Furthermore, COPD is a
major cause of chronic morbidity and mortality worldwide with
estimates that it will become the third leading cause of death by
2030 [2]. This dual threat to global health highlights the criti-
cal need for research into effective treatments and interventions.
Some CVD and COPD patients have access to exercise rehabil-
itation programs, consisting of 6-12 weeks of weekly in-clinic
exercise sessions designed to enhance mobility, functional ca-
pacity, and quality of life [3, 4]. Participation in exercise re-
habilitation programs can enhance physical and mental health,
quality of life, functioning, and fitness [5, 6, 7, 8]. However,
maintaining consistent exercise habits can be challenging for
this population, which is critical for their recovery and long-
term well-being [9]. Traditional methodologies for monitoring
their adherence and wellbeing mostly rely on subjective self-
reporting measures. While such measures are valuable, they are
often limited by inherent biases and inability to capture granu-
lar data [10]. In this work, we focus on objective and real-time
assessments of patient outcomes and experiences. Specifically,
our study explores the integration of advanced linguistic anal-
ysis through Large Language Models (LLMs) such as Llama-
2 7B [11], Meditron 7B [12], and Microsoft Phi-2 2.7B [13],
aiming to provide insights about patients’ motivation and likeli-
hood of engaging in exercise rehabilitation. Linguistic analysis
has previously been shown to be helpful to understand patient
health behaviors and outcomes [14, 15, 16, 17, 18].

In this research, we aim to correlate specific linguis-
tic markers in patient speech, extracted through end-to-end

methodologies, with critical indicators of rehabilitation success:
motivation, mental health, and exercise behavior. These include
self-reported physical activity, measured via the International
Physical Activity Questionnaire (IPAQ), psychological health
assessments using tools such as the Depression Anxiety Stress
Scales (DASS-21) [19, 20], and validated measures of motiva-
tion including the Behavioural Regulation in Exercise Question-
naire (BREQ-2) [21]. This approach opens new opportunities
for understanding and improving the rehabilitation process [22].
By evaluating the impact of LLM-generated session summaries
on the predictive accuracy of a Multimodal transformer for crit-
ical clinical outcomes, our research seeks to bridge qualitative
insights with quantitative analysis, thereby enhancing the preci-
sion of patient motivation and rehabilitation adherence.

This paper makes the following contributions:

• Introducing a novel framework that combines clinician la-
bels, LLM predictions, and embeddings of speech and tran-
scripts, aiming to provide a more comprehensive understand-
ing of patient motivation, mental health, & exercise behavior.

• Developing a loss function for managing the diversity of data
types within cardio-pulmonary rehabilitation contexts,

• Enabling insights into parameters influencing patient motiva-
tion, mental health, and exercise behavior, areas traditionally
challenging to quantify and monitor effectively.

2. Dataset
The data consists of audio conversations from interviews and
corresponding text transcripts. This includes 73 recordings
from a total of 31 subjects, with subjects contributing between
1 to 3 recordings each. The participant group comprised indi-
viduals with cardiac (n = 15) and pulmonary (n = 16) condi-
tions. The majority of participants were male (71%), Caucasian
(96.8%), with an average age of 71.5 years (SD = 9.4, range
= 36 – 84 years). The required IRB approvals were obtained
for both the data collection as well as the subsequent data anal-
ysis. Exercise behavior was measured using the International
Physical Activity Questionnaire (IPAQ-SF) [24]. The IPAQ-SF
consists of seven items requiring participants to reflect on the
past seven days and report the number of days and average time
(hours and minutes) spent performing vigorous, moderate and
walking activities (e.g., “During the last 7 days, on how many
days did you do vigorous physical activities like heavy lifting,
digging, aerobics or fast bicycling?”; “How much time did you
usually spend doing vigorous physical activities on one of those
days?”). Participants completed this questionnaire twice — as-
sessing exercise behaviors both during and not during the re-
habilitation process. Time spent in physical activity was cal-
culated as minutes per week of low, moderate and vigorous
physical activity intensities. Two versions of the validated Be-
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Figure 1: The diagram illustrates our methodology, starting
with the speaker diarization and transcription of clinical con-
versations. These transcriptions are fed into a CLAP model
[23] for generating contextual embeddings. Concurrently, the
audio encoder processes the original audio to capture paralin-
guistic features like intonation and stress, which may be lost in
transcription. Both text-derived and audio-derived features are
then integrated with interviewer and LLM-generated summaries
within a multimodal transformer. In this framework, ŷCOSC de-
notes the Continuous/Ordinal Scale Component. This approach
underscores the significance of combining speech and language
analysis in healthcare applications.

havioural Regulation in Exercise Questionnaire (BREQ-2) [21]
were used to measure exercise motivation within and outside of
rehabilitation. The BREQ-2 uses a 5-point Likert scale (0=“Not
true for me”; 4=“Very true for me”) with items such as “I exer-
cise because it’s fun”, and “I feel like a failure when I haven’t
exercised”. Scores were calculated as subscales of intrinsic (4
items), identified (4 items), introjected (3 items), and external
(4 items) regulation as well as an overall relative autonomy in-
dex score. Interitem reliabilities ranged from α = 0.61 to α =
0.93. Depression, anxiety, and stress symptom severity was as-
sessed with the 21-item Depression, Anxiety, and Stress Scale
[25]. Participants reported how much each statement applied to
them over the past week using the response scale ranging from
0 (did not apply to me at all) to 3 (applied to me very much, or
most of the time). The depression, anxiety, and stress symptom
severity scores were calculated as the sum of responses for the
7-item subscales: depression (e.g., “I felt that I had nothing to
look forward to”), anxiety (e.g., “I felt scared without any good
reason”), and stress (e.g., “I found it hard to wind down”). Each
of the three scores could range from 0 – 21 with higher scores
indicating more severe symptoms. These scales have acceptable
inter-item reliability in the present study (depression α = 0.83,
anxiety α = 0.67, stress α = 0.89). Quality of Life was assessed
with the Assessment of Quality of Life 8-D (AQoL) [26, 27].
Participants responded to 35 items and scores were calculated
as standard for the 8 dimensions of independent living, relation-

ships, mental health, coping, pain, and senses. Additionally, an
overall quality of life score was calculated. Inter-item reliability
was acceptable, with α ranging from 0.79 to 0.89. We enforced
a strict partitioning strategy, allocating entire subject datasets
to either training, validation, or test sets, effectively preventing
data leakage and ensuring robust model evaluation. This strat-
egy led to a distribution of 17 subjects (40 sessions) for training,
5 subjects (12 sessions) for validation, and 9 subjects (21 ses-
sions) for testing. We downsampled the audio from 44.1 kHz to
16 kHz for use in the CLAP model [23]. We also extracted turn-
by-turn conversation transcripts by using WhisperX [28], which
provided us with the start and stop times, speaker information,
and the text content. We validated the outputs by comparing a
subsection of transcripts generated by another service.

LLM Generated Summary Based on Rehabilitation Session
Format: The overall sentiment of the conversation is {sentiment}. The pri-
mary subject matter or theme revolves around {theme}. The level of engage-
ment exhibited by the patient is {engagement}, and the clinician’s approach
is {approach}. Actionable insight provided includes {insight}. The narrative
structure is {narrative}, with a {complexity} level of complexity. Emotional
support is {support}, and the conversation identifies {barrier} as a compli-
ance barrier. Future planning is {planning}.
Example: “The overall sentiment of the conversation is positive, indicating
a generally upbeat and constructive interaction. The primary subject matter
or theme of the conversation revolves around emotional well-being, focusing
on the mental and emotional state of the patient. The level of engagement
exhibited by the patient is high, suggesting the patient was fully participative
and responsive, and the clinician’s approach is supportive, offering empathy
and understanding. Actionable insight provided includes follow-up actions,
outlining next steps for continued care. The narrative structure is unresolved,
leaving some questions or issues open, with a high complexity, involving mul-
tiple layers or nuances level of complexity. Emotional support is moderate
emotional support, providing a balanced level of understanding, and the con-
versation identifies resource accessibility issues, pointing to external limita-
tions as a compliance barrier. Future planning is goal-oriented planning, with
clear objectives set for the future.”

Figure 2: This figure shows an example of how the LLM gen-
erates summaries from rehabilitation sessions. It illustrates the
model’s ability to condense complex dialogues into key themes
such as sentiment, engagement, and the clinician’s approach.
These themes can then provide actionable insights to improve
clinical care and patient outcome.

3. Methodology
Loss Function: In this work, we propose the Adaptive Huber
Loss (AHL), a refined version of the traditional Huber loss func-
tion. AHL is specifically designed for regression tasks involv-
ing continuous and ordinal variables, commonly encountered in
health assessments such as DASS-21, IPAQ, and BREQ-2. The
objective of AHL is to enhance the accuracy of predictive mod-
els dealing with cardiorespiratory fitness and behavioral data by
more effectively managing the error sensitivity unique to each
variable. We formulate AHL as follows:

LAHL = α · LHuber-COSC, (1)

where LHuber-COSC extends the traditional Huber loss to all
M continuous or ordinal variables by integrating:

LHuber-COSC =
1

M

M∑
j=1

(Huber(ẑj , zj ; δj , wj)) , (2)

where, ẑj and zj denote the predicted and actual values, re-
spectively, while δj and wj are the variable-specific thresholds
and weights tailored to account for the distinct sensitivity and
distribution of errors across different variables. The parameter
α serves as an adaptive scaling factor, enabling fine-tuning of
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Table 1: Framework for Evaluating Clinical Conversations. This table outlines the analysis criteria for evaluating patient-clinician
dialogues, including conversation sentiment, themes, engagement levels, among others. It provides a structured methodology for
extracting insights from rehabilitation sessions, aiming to quantitatively link linguistic markers with patient health outcomes.

LLM generated: OVERALL CONVERSATION SENTIMENT (Positive, Neutral, Negative), CONVERSATION THEMES (Exercise Motivation and Challenges, Health and
Treatment Updates, Personal and Emotional Well-being, Rehabilitation Program Details, Future Health Goals and Planning), PATIENT ENGAGE-
MENT LEVEL (Highly Engaged, Moderately Engaged, Minimally Engaged), CLINICIAN’S APPROACH (Informative, Motivational, Supportive, Di-
rective), ACTIONABLE INSIGHTS (Exercise Regimen Adjustments, Lifestyle Changes Recommendations, Medication or Treatment Modifications,
Follow-up or Referral Suggestions), NARRATIVE STRUCTURE (Cohesive, Fragmented, Resolved, Unresolved), CONVERSATION COMPLEXITY
(Simple, Moderate, Complex), EMOTIONAL SUPPORT AND EMPATHY (Frequently Offered, Occasionally Offered, Rarely Offered), BARRIERS TO
COMPLIANCE (None Identified, Personal, Environmental, Physical), FUTURE ORIENTATION AND PLANNING (Goal-Oriented, Progress-Focused,
Adjustment-Oriented, Limited).

Interviewer: CLINICAL ASSESSMENTS (Health Status, Progress Evaluation), PREVIOUS REHABILITATION PROGRAMS, CURRENT REHABILITATION PRO-
GRAM WEEKS, GYM SESSION COUNT, DECISIONAL INTENTION FOR PHYSICAL ACTIVITY OUTSIDE REHABILITATION (Frequency, Strength),
DECISIONAL INTENTION FOR PHYSICAL ACTIVITY DURING REHABILITATION (Frequency, Strength), PHYSICAL ACTIVITY ENGAGEMENT
(Time Spent Outside, Time Spent Within Rehabilitation), SELF-DETERMINED MOTIVATION (Outside, Within Rehabilitation), MENTAL HEALTH
SYMPTOMS (Depression, Anxiety, Stress), QUALITY OF LIFE ASSESSMENT.

the loss function’s sensitivity to discrepancies in the data. This
approach to AHL, with its emphasis on variable-specific cus-
tomization, aims to address the diverse error sensitivities and
distributions inherent in each variable, seeking to improve the
robustness and accuracy of model predictions. Variable weights
were determined by predictive importance & variability using
feature importance. Thresholds were set iteratively based on
validation error distribution to balance noise reduction & vari-
ation capture. The normalization process involved scaling the
mean absolute deviation (MAD) of each variable against the
median MAD across all variables, ensuring that weights reflect
both the relative variability and significance of each variable in
predicting health outcomes.

Training: Our MultimodalTransformer utilizes speech,
textual data, and LLM-generated session summaries for con-
tinuous outcome prediction in therapy sessions. We have the
labels from validated self-report measures (ex., how.often.1 or
stress) provided for a subject per session. We utilized 5-fold
cross-validation and reported avg. performance across folds to
ensure model stability. For a detailed representation of the LLM
summaries, refer to Fig. 2. Inputs are dynamically prioritized
through an AttentionModule, and the resulting embeddings are
processed by a TransformerEncoder, configured with n=64 at-
tention heads and d=6 layers. The model’s training utilizes the
Adam optimizer, starting at a learning rate of 5e-3, and em-
ploys a ReduceLROnPlateau scheduler for learning rate adjust-
ments based on validation loss. Performance is evaluated by
calculating the Mean Absolute Error (MAE) for each outcome.
We incorporate zero-shot classification capabilities from three
LLMs [11, 12, 13]. Analyzing entire session transcripts allows
for the identification of critical dialogue dynamics and markers
indicative of patient outcomes. Further, clinician annotations
augment this analysis, correlating speech and language patterns
with factors influencing patient compliance and mental health.
The integration of LLM analysis and clinical insights for dia-
logue evaluation is shown in Table 1 and the overall methodol-
ogy is illustrated in Fig. 1.

4. Discussion
We begin with an analysis of pairwise correlations, providing
insights into the correlations between mental health, exercise
motivation, and behavior both within and outside rehabilitation
sessions, as depicted in Fig. 3. While correlation does not
equate to causation, these findings offer valuable indicators for
potential improvements in treatment strategies.

• Intention and Commitment in Physical Activity: We ob-
served strong correlations between the intention for physical

Figure 3: The heatmap presents the relationships between vari-
ables such as exercise motivation, mental health, and activity
levels.

activity outside rehabilitation sessions (how.often.1) and the
strength of that intention (what.extent.1; r = 0.925), suggesting
a close alignment between the frequency of intended physical
activity and the commitment level. This pattern underscores the
link between patients’ exercise intentions and their commitment
to fulfilling those intentions.
• Contextual Variations in Patients’ Exercise Intentions:
Contrarily, the intention for physical activity during rehabilita-
tion (how.often.2) showed no significant relationship with inten-
tions outside of rehabilitation (how.often.1; r = -0.083) and even
a negative association with intention strength during rehabili-
tation (what.extent.2; r = -0.104). These results highlight how
rehabilitation environments and external settings may influence
motivational dynamics, highlighting the need for tailored moti-
vational strategies across different contexts.
• Exercise Duration and Rehabilitation: A moderate corre-
lation (r = 0.437) was found between the duration of physical
activity conducted inside (paMIN.2) and outside (paMIN.1) re-
habilitation sessions. This suggests distinct factors may influ-
ence exercise duration in different settings, with an important
finding being the absence of a negative correlation, indicating
that engagement in rehabilitation exercises complements rather
than substitutes for external physical activities.
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Table 2: The Mean Absolute Error (MAE) values for different Large Language Models (LLMs) across various prediction tasks. Best
performing method is shown in bold. The scores highlight the relative effectiveness of different models to accurately forecast outcomes.

h.o.1 w.e.1 h.o.2 w.e.2 paMIN.1 paMIN.2 rai.1 rai.2 dep anx stress aqol.total

No LLM 1.82 1.28 0.66 0.51 49.74 36.70 4.53 4.10 3.75 3.03 5.63 10.42
Phi-2 1.55 1.35 0.56 0.46 53.45 57.14 3.75 5.52 3.33 2.75 6.63 9.72
Meditron 1.92 1.92 1.03 0.54 74.39 42.50 4.57 5.65 2.78 2.99 6.06 10.16
Llama-2 1.37 1.78 0.96 0.57 50.73 51.57 7.51 5.15 2.77 1.20 4.69 12.64

• Self-Determination and Motivation Across Different En-
vironments: We noted a moderate correlation (r = 0.501) be-
tween self-determination levels in activities conducted during
& outside rehab (rai.1 vs. rai.2), pointing to a degree of con-
tinuity in motivational factors across various contexts but also
highlighting the importance of tailored motivational strategies.
• Mental Health Indicators and Quality of Life: Our analy-
sis confirmed the strong interconnectedness of mental health in-
dicators (depression, anxiety, and stress) with each showing sig-
nificant correlations (r ranges from 0.659 to 0.731). These indi-
cators inversely relate to quality of life (aqol.total; r = -0.612 for
depression), reinforcing the critical role of mental health support
in rehabilitation to enhance overall well-being.
• Exercise, Mental Health, and Quality of Life: Insights sug-
gest that while exercise (both during and outside of rehabili-
tation) correlates with improved quality of life (aqol.total; r =
0.188), it also relates to varying levels of depression, anxiety,
and stress, indicating subtle effects of exercise on mental health.

We next extend our analysis to evaluating the training ef-
fectiveness of models augmented with LLM-generated labels,
specifically, the effect of LLMs’ zero-shot classification in en-
riching therapy session analysis. This examination reveals how
different LLMs (Phi-2, Meditron, Llama-2) contribute uniquely
to understanding therapeutic dialogues, their capability for gen-
erating structured summaries, and their impact on predicting
self-reported outcomes. Analysis of LLM summaries using
VADER sentiment analysis & NLTK narrative complexity pro-
vides useful insights into patient engagement & help capture
contextual information and dialogue dynamics. The models’
performance, detailed by MAE values in Table 2, shows the
benefits of LLM insights in evaluating patient progress and
therapy effectiveness. In our comparative analysis of LLM-
augmented models against a baseline without LLM summaries
(keeping all other parameters constant), we observed that both
the LLM-enhanced models (Phi-2 and Llama-2) and the base-
line (No LLM) each secured the best performance in 4 out of 12
features. This parity across models highlights the role of LLMs
in therapy outcome prediction and the complexity of lever-
aging natural language processing (NLP) techniques in clini-
cal settings. The observed MAE values for the two variables
(paMIN.1, and paMIN.2), ranging between 0-540, fall between
36-75, which initially may seem high. This high value can be
attributed to the small dataset size and outlier presence. In such
datasets, outliers disproportionately affect the MAE while still
not affecting the overall comparison.

With just 2.7B parameters, Phi-2 has been demonstrated as
the best-performing model in the sub-13B parameter model cat-
egory [29]. The analysis of its summaries reveals an emphasis
on positive sentiment and complex narrative generation, sug-
gesting that a detailed and forward-looking analysis of therapy
sessions can be pivotal in understanding patient progress. This
is reflected in its top performance in 4 specific areas. Such
alignment with therapeutic goal-setting may show the poten-

tial of positive, complex summaries to enhance prediction ac-
curacy for certain patient outcomes. Conversely, Meditron, de-
spite being a Llama-2 7B fine-tuned on medical data, did not
outperform its counterparts in more than 4 areas. This obser-
vation might challenge the assumption that domain-specific
finetuning universally improves model performance in clin-
ical applications. Instead, it shows the importance of how
the model’s summarization approach aligns with the predictive
tasks at hand, with Meditron’s balanced sentiment and narra-
tive complexity providing a practical but perhaps less predic-
tive angle on therapeutic dialogues. However, the less consis-
tent future orientation in the summaries may omit long-term
patient objectives, which could be critical for prediction accu-
racy and could possibly result in a higher MAE compared to
the other two LLM’s. Llama-2’s focus on identifying negative
sentiments and presenting a mixed narrative complexity demon-
strates a keen sensitivity to session challenges. Its best perfor-
mance in 4 areas suggests that recognizing negative sentiments
and complexities in therapy sessions may correlate with spe-
cific outcomes, offering valuable insights into patient struggles
that are crucial for prediction. However, this approach’s varied
recognition of therapeutic barriers emphasizes the challenge of
ensuring consistency in predictive performance. The equal dis-
tribution of top performances across models, including the base-
line, points to a broader indication: the integration of LLMs
into predictive modeling for therapy outcomes is not a straight-
forward enhancement but a delicate augmentation that requires
careful consideration of the specific features and contexts where
LLMs can provide the most significant benefits. The quality of
LLM-generated summaries, characterized by sentiment, narra-
tive complexity, and future orientation, plays a crucial role in
their predictive utility. This prompts further exploration into
when LLMs best enhance outcome prediction. The integration
of LLMs offers a complementary tool rather than a universal
solution, enhancing traditional methods where their capabilities
align most closely with the predictive task’s demands.

5. Conclusion
This study shows the relationships between exercise, mental
health, and well-being in rehabilitation settings. We found that
motivational strategies tailored to the patient’s environment and
personal motivations can significantly improve outcomes. Our
analysis of Large Language Models (LLMs) in therapy sessions
indicates their potential to enhance our understanding of pa-
tient dialogues. However, the effectiveness of LLMs depends
on their alignment with the specific therapeutic needs, particu-
larly in their sentiment analysis and narrative complexity. While
LLMs have potential in improving health outcome predictions,
their practical application in clinical settings requires careful
implementation to match the unique demands of each case.
Our research highlights that incorporating LLM-generated sum-
maries can lead to more personalized and effective treatment
plans in rehabilitation. This approach promises to enhance both
clinical decision-making and patient care.
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