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Abstract Dementia is a serious public health concern. It does not have any cure.
Early detection of dementia is, thus, critical for effective symptom management as
well as delaying cognitive and functional decline. This paper focuses on detecting
onset of dementia using text and speech features provided by two publicly avail-
able datasets from the AAAI 2022 hackallenge. Our approach resulted in devel-
oping ACOUSTICS (AutomatiC classificatiOn of sUbjectS with demenTIa and
healthyControls using text transcriptions andSpeech data)—an ensemblemodelwith
two deep learning-based architectures for text and speech analysis. ACOUSTICS
achieved 89.8% accuracy when classifying individuals with dementia and health
controls. Our approach outperforms current state-of-the-art methods in dementia
detection.

1 Introduction

Dementia is a chronic neurodegenerative disorder that gradually causes cognitive
and functional decline [34]. Dementia results in gradual decline in cognitive and
functional abilities including memory loss, cognitive impairment, and worsening
communication and language skills. More than 55 million individuals worldwide
have dementia, with nearly 10 million new cases diagnosed each year [34]. It is
currently the seventh leading cause of mortality among all illnesses, as well as one
of the major causes of impairment and reliance among the elderly [34]. There is
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currently no cure for dementia. Early detection of dementia is, thus, critical for
effective symptom management as well as delaying cognitive and functional decline
[5].

Current methods for dementia detection uses different assessment strategies
methods including cognitive assessments (e.g., Mini-Mental State Examination—
MMSE [15]), self-report questionnaires, and neuroimaging (e.g., Positron Emission
Tomography—PET [30]). However, these diagnosis methods can be infrequent and
time-consuming [27], which can hinder early detection of dementia. Furthermore,
the lack of accessible methods can be particularly problematic for individuals living
at remote locations. As such, there is an urgent need for developing methods that can
be deployed at scale without adding burden to individuals.

Research shows that changes in speech or language usage can indicate early
sign of cognitive decline [1]. As such, recent studies have leveraged language and
speech characteristics to develop novel machine learning-based approaches to iden-
tify dementia onset [2, 8, 12, 14, 19, 33]. In this work, we aim to advance the
state-of-the-art in developing computational approaches to detect dementia onset
using text and speech features. Specifically, we have developed an ensemble called
ACOUSTICS using two publicly available datasets—the Pittsburgh (Pitt) corpus [3],
and theWisconsin Longitudinal Study (WLS) corpus [22]. ACOUSTICS consists of
two deep learning-based architectures for text and speech data processing.

To process text data, we generated a BERTmodel based on transcription and build
a deep learning model based on a miniature version of the Xception network [9]. To
process speech data, we converted audio data to spectrograms. Using spectrograms
features allows us to exploit spatio-temporal structures and relations present in the
speech data. The resultant ensemble model demonstrates 89.8% accuracy in classify-
ing participants living with dementia and healthy controls. This model performance
represents an improvement over prior work using a similar dataset from the previous
two years with the baseline scores of 84.8% [18], and 87.2% [10]. Our approach,
thus, outperforms current state-of-the-art methods in dementia detection.

2 Related Work

In recent years, there has been some significant progress in developing machine
learning models for assessing dementia onset using audio and text features [2, 8, 12,
14, 19, 33]. For example, Karlekar et al. [23] proposed to use a Convolutional Neural
Network (CNN), a long short-term memory network (LSTM), and CNN-LSTM to
detect dementia using the conversational transcriptswithword embeddings and parts-
of-speech (POS) tags. However, the lack of standardized datasets and performance
benchmarks has been a challenge for this domain.

Luz et al. [25] developed the ADReSS challenge dataset to support standardized
model development and evaluation focusing on dementia assessment. The ADReSS
challenge focused on differentiating between individuals with dementia and healthy
controls using a subset of the Pitt corpus. A number of recent papers have used this
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Table 1 A comparison of previous works based on the DementiaBank dataset in the ADReSS
challenge looked at developing models and evaluation metrics for dementia assessment

Work Accuracy (%) Methodology

Haulcy and Glass [20] 85.4 i-vectors and x-vectors with SVM and RF

Yuan et al. [35] 89.6 Encoding pauses in transcripts using BERT and ERNIE

Shah et al. [29] 85.4 Acoustic and Language features with Regression

Meghanani et al. [26] 83.3 n-grams from transcripts with CNN’s

dataset to develop and evaluate machine learning models for dementia assessment
(see Table1).

For example, Haulcy et al. [20] investigated the use of i-vectors and x-vectors,
acoustic features initially designed for speaker identification, and linguistic features
to address dementia detection and MMSE prediction. The i-vectors and x-vectors
were pre-trained on datasets unrelated to dementia as well as data from the domain.
Several classification and regression models were tested, with SVM and Random
Forests yielding 85.4% accuracy in dementia detection and a gradient boosting
regressor having 4.56 RMSE. The authors hypothesized that the poor performance of
i-vectors and x-vectors was caused by a mismatch in in- and out-of-domain training
data.

Yuan et al. [35] used BERT and ERNIE to fine-tune the training of language
models by encoding filled and unfilled pauses in transcripts. In the dataset, the authors
observed that individuals with dementia used the phrase “um” much less frequently
than “uh”, and their language samples contained more pauses. The detection of
dementia has improved to 89.6% accuracy (with ERNIE).

Shah et al. [29] used speech samples from the DementiaBank database for binary
classification and MMSE regression. Despite developing models that combined
acoustic and language-based features, their best performing model for binary clas-
sification used only language-based features with a regularized logistic regression
and achieved 85.4% accuracy on a hold-out test set. With an RMSE of 5.62, their
best performing model for the regression task was a more limited set of language
features.

Meghanani et al. [26] compared two approaches to the challenge tasks based on
the use of manual, non-automatic transcripts. Both methods relied on n-grams of
varying lengths (n = 2, 3, 4, and 5) extracted from transcripts. The first method used
CNNswith a single convolutional layer, with the kernel size adjusted to fit the n-gram
size. The fastText model was used with bigrams and trigrams in the second method.
The fastText models outperformed the CNN models, achieving 83.3% classification
accuracy and an RMSE of 4.87 for predicting MMSE scores.
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3 Materials and Methods

3.1 Dataset: DementiaBank Pitt and WLS Corpora

In this work, we used two datasets: The Pitt andWLS corpora. The dataset consists of
participants’ demographic information, diagnostic data (e.g., MMSE), audio record-
ings, and transcriptions of the audio recordings. The audio records in the two datasets
are from participants conducting the “Cookie Theft” task in the Boston Diagnostic
Aphasia Exam [17]. Prior work has used the “Cookie Theft” task to identify recurrent
cognitive-linguistic impairments including dementia [4, 11, 16]. Both datasets also
provide various diagnostic data (e.g., diagnostic code, MMSE score, and fluency
score).

3.2 Data Pre-processing

To label the Pitt corpus, We leveraged MMSE scores [15] to distinguish between
healthy controls and individuals with dementia. There are two reasons for this
approach. Firstly, MMSE is a clinically established approach to evaluate the cogni-
tive functionality for various populations [31]. Secondly, in this dataset, MMSE has
much fewer missing values compared to other variables. Individuals with MMSE
scores ≤24 (including 24) are labeled as having dementia [24]. The rest of the indi-
viduals were labeled as healthy controls. The Pitt corpus contains 292 participants
with 552 audio recordings. Participants with multiple visits can have multiple audio
recordings. Since cognitive functionality might change overtime, we decided to label
their audio recordings with their corresponding MMSE scores. We removed 93 out
of 552 audio files with missingMMSE scores. There were 242 audio files for healthy
controls and the remaining 217 audio files were classified as individuals with demen-
tia. Lastly, we selected 323 audio files (152 dementia and 171 non-dementia) from
the Pitt corpus dataset as the training set. We used the remaining 136 audio files (65
dementia and 71 non-dementia) as the test set.

For the WLS corpus, we used verbal fluency to distinguish between healthy con-
trols and patients with dementia. Similar approach has been used by prior work (e.g.,
[18]). Participants from theWLS corpus completed two category verbal fluency cog-
nitive tests. They were asked to name as many words as they could that belong to a
specified category (animal and food in this case) within 1 minute. Research shows
that the verbal fluency test can effectively detect dementia in the clinical setting [21].
Following prior work [18], we used fluency cutoff scores accounting for age. This is,
we used decreasing cutoff scores for higher age with thresholds of 16, 14, and 12 for
participants aged less than 60, between 60 and 79, and more than 79, respectively.
Using this approach, we identified 23 participants in the WLS corpus as individuals
with dementia. The rest of the participants (N= 93) were labeled as healthy controls.
We used the same train-test split approach for the WLS corpus, which resulted in 79
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Fig. 1 Our approach resulted in developing ACOUSTICS (AutomatiC classificatiOn of sUbjectS
with demenTIa and healthyControls using text transcriptions andSpeech data)—an ensemblemodel
with two deep learning-based architectures for text and speech analysis. ACOUSTICS is trained on
two separate BERT and Xception Networks. This is followed by majority-voting the frame-wise
predictions and ensembling the outputs to provide one prediction for each subject

participants (16 dementia and 63 non-dementia) in the training set. The remaining
37 participants (7 dementia and 30 non-dementia) were used for the test set.

3.3 Feature Extraction

We used the Harmonized Pre-processing Toolkit1 for Dementia Bank to extract text
features from transcription data. For the audio preprocessing, we first converted the
audio file format from mp3 to wav. We also downsampled the audio data from 44.1
to 16kHz. This is due to the fact that human speech ranges from 0 to 8 kHz. Fur-
thermore, it also reduces file size considerably without losing valuable information.
We used the provided timestamp data (i.e., participant start-stop times in .cha files)
to trim corresponding audio files. We only retained participant speech information
following this step. We then extracted the log-mel spectrogram features by using use
overlapping windows with 1-sec duration (Fig. 1).

1 https://github.com/LinguisticAnomalies/harmonized-toolkit

https://github.com/LinguisticAnomalies/harmonized-toolkit
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4 Ensemble Model

4.1 Deep Learning Model

For data processing, we developed ACOUSTICS—an end-to-end ensemble model
that consists of two deep learning-based architectures. First, we generated a deep
learning model to classify participants based on transcribed audio recordings using
pre-trained Transformer-based architectures [32], focusing on the Bidirectional
Encoder Representations from Transformers (BERT) model [13]. The BERT model
with Transformer-based architectures allows contextual learning relations between
words [32]. Therefore, the model can examine the larger context while resolving
ambiguities in contextualized meaning. We implemented a classification layer to get
binary class labels corresponding to “positive” (has dementia) and “negative” (no
dementia). The model’s accuracy is 77.5%, the equal error rate is 0.25, and the AUC
score is 0.75.

Second, we generated a deep learning model to classify participants based on
speech using log-mel spectrogram features. Using spectrograms features allows us
to exploit spatio-temporal structures and relations present in the speech data. We
adopted a miniature version of the Xception network [9] for developing our deep
learning model. The resultant model has an accuracy of 94.2%, the equal error rate
is 0.32, and the AUC score is 0.918.

The ensemble model the combines two deep-learning-based models to detect
whether an individual has dementia. As mentioned above, both the two deep learning
models have excellent accuracy. Combining their outcomes in an ensemble can lead
to a robust classification.

4.2 Model Evaluation

For the audio features, we considered all the spectrogram images of a given subject
which resulted in a list of predictions for each image. We obtained a single score of
dementia (1) or healthy control (0) by performing majority voting on all the speech
frames. This is the first intermediate output of our ensemble model. We obtain a
single score of dementia (1) or healthy control (0) by feeding in tokenized data for
the text model. This is the second intermediate output of our ensemble model.
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Table 2 Comparison of our dataset selection with baseline data evaluated by training and testing
on the same network architecture. For the same network architecture, there is an improvement in
our data highlighting the usefulness of our selection criteria based on the MMSE scores

Work Accuracy
(%)

Methodology

Baseline data + our ensemble network 87.2 Acoustic (Modified Xception Network)
and Language Model (BERT)
with unequal weighted average

Ours − Audio only 94.2

Ours − Text only 77.5

Ours − Ensemble of Audio + Text 89.8

Based on the two intermediate outputs from the two models, we perform an
unequal weighted average of their accuracies at the classification layer to provide a
single output prediction. In these datasets, our ensemble model achieves an average
five-fold accuracy of 89.8% (S.D = 3.3%) (Table2).

5 Discussion

There is much work to be done in the field of identifying dementia. With an aging
population, the number of people affected by this disease will continue to grow [6,
28]. It is crucial that we continue researching new ways to identify and diagnose
dementia as early as possible. This will allow us to provide treatment and support for
those affected and help us find a cure for this devastating disease. Our development
of ACOUSTICS is a step toward this goal of early detection of dementia at scale.

Many promising new technologies focusing on different types of data may help
us in our quest to identify dementia early. For example, brain imaging technology
has improved dramatically in recent years and can now be used to detect changes in
brain function that may indicate the presence of dementia. Another promising avenue
of research is investigating biomarkers—both invasive (ex. blood) and non-invasive
(such as sweat/urine or speech used in this work) that may serve as indicators of
Alzheimer’s disease or other forms of dementia. Future work should aim to develop
models that combine these biomarkers with speech and language data to identify
onset of dementia.

6 Conclusion

In this project, we developed two deep learning models using the Pitt corpus and
the WLS corpus to classify participants living with dementia and healthy controls.
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Our approach led to developing ACOUSTICS—an ensemble model with two deep-
learning architectures for text and speechdata. The resultant performance ofACOUS-
TICS was highly promising with an accuracy of 89.8%. Future work should evaluate
our approach across more diverse datasets to further assess its robustness in identi-
fying dementia onset.
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